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**Introduction to Neural Networks**

Neural networks, along with genetic algorithms and fuzzy logic, are a critical area of advanced computational techniques. Using knowledge gained from a study of neurology, programmers can mimic the way neurons communicate with one another to perform advanced computational tasks otherwise unachievable through normal object-oriented programming methods. In the past, neural networks have primarily been used in the field of character recognition, although advances in the field of software engineering and neurology have enabled programmers to attempt far more difficult tasks.

In our brains, neurons relate to thousands of other neurons, sending electrochemical signals to communicate with each other. Inputs are received in the neurons through synapses, and the neuron itself sums up the various inputs and fires if the output is greater than a threshold value. If the neuron fires, it will output a signal along an axon, which will then input to other neurons (*Neural Networks in Plain English*, p. 2). The outline of this neuron is as shown in Figure 1 (, below. Artificial neural networks model this behavior on a much smaller scale.
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Figure 1. Neuron Anatomy

To model the hierarchy of a neural network, a layer of neurons is created which will take in the inputs to the program. These inputs are the various values of the defined parameters that will determine the final output result. The outputs of these neurons are then combined as inputs to another layer of neurons called the hidden layer. By defining weights for each of these inputs/outputs, an output can be derived for each of the neurons in the hidden layer using one of several types of functions, the most common of which being the sigmoid function, a more realistic deviation of a step function. The outputs from the hidden layer are then combined into the final neuron, which calculates the final output of the neural networks.

As it exists right now, the network is far from ideal. With weights having randomly been assigned to each input, the programmer has little to no idea of the importance of each parameter in regards to the final output. As such, the programmer must ‘train’ the network. This training occurs in the form of both unsupervised and supervised training. For the purposes of this project, the team will address only supervised training, as this process will be carried out to train the team’s network. This training is achieved by inputting values for an example for which the team knows the output. By finding the difference between the network’s calculated output and the expected output, the team can adjust the weights of the various inputs. The full calculations will be derived from Miller’s work on neural networks (p. 1). This process is repeated until the network gives reliable results.

With the theory behind neural networks discussed, the team can proceed into the creation of the actual network. The creation of an artificial neural network involves three major steps:

1. Define the parameters for the system. These parameters are a set of variables which will be used to calculate the final output.
2. Create the hierarchy of the network. This step involves creating classes for the neuron, layer, and network.
3. Train the network using unsupervised or supervised learning. The team’s project will use supervised learning, as it is far easier to explain and is more useful in displaying the modeling of an artificial network.

With these steps completed, the team can now input any set of values into the network and achieve a desirable, reliable, and realistic outcome.
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